Numerical simulation of atomic positions in quantum dot by means of molecular statics
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Deformation of a crystal structure is considered here in terms of constitutive modelling based upon both the atomistic and continuum approaches. Atomistic calculations are made by using the Stillinger–Weber potential for the GaAs and CdTe structures. The stress-strain behaviour of the best-known anisotropic hyperelastic models are compared with the behaviour of the atomistic one in the uniaxial deformation test.
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1. Introduction

Recently many molecular models of crystal behaviour have been used in modelling of the crystal lattice deformation. Many constitutive models based on the continuum thermodynamics are also available. Hence the question arises about the relation between the nonlinear behaviour of these two types of models. For instance, it is well known that the stress-strain behaviour of nonlinear continuum elastic models depends very heavily on the strain measure applied, [1, 4]. Namely, the linear stress-strain constitutive relation rewritten for the stress conjugate to the Almansi strain makes the extension softer than compression, while the analogical linear stress-strain constitutive relation for the second Piola-Kirchhoff stress conjugate by work with the Green strain measure makes the extension harder than compression. It is easy to show on the third order elastic constants obtained by reducing these nonlinear constitutive equation to the common strain measures, e.g. to the logarithmic strain [4].

Atomistic modelling of crystal deformation can be divided into the computational methods based upon the fundamental and empirical potentials. The fundamental potentials are based upon the quantum theory and Schrödinger wave equation, while the empirical potentials predict the dependence of strain energy directly on the basis of atomic positions. It can be shown that the quasi-classical
treatment of atomic interaction in terms of interatomic potentials and the classical momentum equation are consistent in certain limits with the solution of the Schrödinger wave equation [8, 3]. The analogy results from the decomposition of the analytical solution into the time-dependent and time-independent parts. The time-independent wave function corresponds to the spatial arrangement of particles. Generally, the empirical potentials can be divided into two and more modern many-body potentials. In the simple pair potentials (like the Morse, Lennard–Jones, Madelung ones) only the direct interaction of two atoms is considered and added up for a certain sphere with the radius of about four atoms. In the multi-atom potentials not only two-atoms but also the influence of the neighbouring atoms is taken into account; for example, in the Stillinger–Weber potentials applied here noncentral atomic interactions are taken into account by adding three-atoms interaction terms.

Continuum models of elastic behaviour of crystal lattice can be divided generally into the linear models based on the linear theory of elasticity, and nonlinear constitutive models where the differentiation of displacement field over the current and initial configurations are distinguished. In the linear theory, by writing \( \varepsilon_{ij} = \frac{1}{2} (\nabla_i u_j + \nabla_j u_i) \) we do not specify precisely over which configuration the differentiation is made, i.e. over the current or the initial configuration. Generally, we assume then that it does not matter because the configuration changes are very small. In the nonlinear theory, before the displacement gradient is written, we have to answer precisely over which configuration the differentiation is done.

Anisotropic hyperelastic models compose a very narrow group among numerous continuum models describing elastic behaviour of materials. Let us emphasize that the most familiar anisotropic hyperelastic models, like the St.-Venant–Kirchhoff and Biot models, change heavily their instantaneous stiffness under large strains. Moreover, the stiffness evolution often differs significantly from the behaviour of real materials. Neglecting an anomalous behaviour we can expect that with respect to molecular effects the instantaneous stiffness of crystalline solids increases under compression and decreases under tension. This nonlinear elastic effect is responsible for many phenomena observed experimentally. For instance due to the different stress-strain response of the extension and compression regions, a single edge dislocation causes the volume expansion of crystal lattice [6, 11]. The asymmetry in the stress-strain response appears also in the form of negative values of third-order elastic constants measured experimentally for many real crystal structures [13, 15, 16]. Thus, applying elastic constitutive models which behave just conversely (St.-Venant–Kirchhoff, Biot) to the real material, can be the cause of many undesirable effects such as improper proportion between stress values and sizes of extension and compression regions around
a single edge dislocation which causes positive or negative volume expansion induced by edge dislocations in elastic continuum. Therefore, the use of new elastic and elastic-plastic constitutive models, whose behaviour could be more adapted to the nonlinear behaviour of real crystal structures, is desired.

2. Nonlinear continuum elasticity

According to the polar decomposition theorem, the deformation gradient \( F \) can be decomposed into the rotation tensor \( R \) and the left or right stretch tensor, \( U \) or \( V \), respectively, \( F = RU = VR \).

**Definition 1.** By general Lagrangian and Eulerian strain tensors we mean two tensor functions

\[
(2.1) \quad \varepsilon \overset{\text{df}}{=} A f(u_i) u_i \otimes u_i \quad \text{and} \quad \varepsilon \overset{\text{df}}{=} f(v_i) v_i \otimes v_i,
\]

where \( u_i, u_i, v_i, v_i \) denote respectively \( i \)-th eigenvalues and eigenvectors of the right and left stretch tensors, while \( f(x) : R^+ \ni x \rightarrow f \in R \) denotes an arbitrarily chosen \( C^1 \) monotonically increasing function which satisfies the conditions

\[
f(x)|_{x=1} = 0 \quad \text{and} \quad \frac{df(x)}{dx} \bigg|_{x=1} = 1.
\]

This definition includes the well-known family of strain measures noted first in [10]

\[
(2.2) \quad \varepsilon = \frac{1}{m} (U^m - 1) \quad \text{and} \quad \varepsilon = \frac{1}{m} (V^m - 1),
\]

and many others. It can be proved that to balance the energy for an arbitrarily chosen deformation process, the Cauchy stress has to be governed by the following equation:

\[
(2.3) \quad \sigma = R \left( \hat{A} : \hat{\rho} \frac{\partial \psi}{\partial \varepsilon} \right) R^T \det F^{-1},
\]

where the fourth-order tensor \( \hat{A} \) decomposed in the vector basis \( \{u_K\} \) consisting of the eigenvectors of right stretch tensor is represented by the following non-vanishing components:

\[
(2.4) \quad \hat{A}_{iJJ} = \hat{A}_{iJi} = \begin{cases} 
\delta_{ij} u_i f'(u_i) & \text{for } u_i = u_j, \\
u_i u_j [f(u_i) - f(u_j)] & \text{for } u_i \neq u_j,
\end{cases}
\]
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where \( \hat{\rho} = \rho \det \mathbf{F}, \ f'(u_i) = \left. \frac{df(u)}{du} \right|_{u=u_i} \), [4]. Let us consider the hyperelastic material governed by the following constitutive equation stated for the specific strain energy

\[
\psi = \frac{1}{2\hat{\rho}} \hat{\varepsilon} : \hat{\varepsilon}
\]

where \( \hat{\varepsilon} \) is the fourth-order tensor of elastic stiffness. Substitution into (2.3) leads to

\[
\sigma = \mathbf{R}(\hat{A} : \hat{\varepsilon}) \mathbf{R}^T \det \mathbf{F}^{-1}.
\]

This constitutive model based on the generalized strain measure takes into account the most of the well-known anisotropic elastic models. Obviously, the models which do not satisfy the energy conservation law, like hypoelastic models, are out of our consideration.

3. Interatomic potentials

Recently a wide group of interatomic potentials are used in the computation materials science. Below, we present in brief the mathematical foundation of a few empirical potentials.

*Embedded Atom Method.* The Embedded Atom Method has been proposed by M. I. Baskes and M. S. Daw in 1984 [3]. The EAM is using the density functional theory. In this model, the energy required to place an atom in crystal lattice is a function of electron density in the desired place. This method is using two-body interactions so it is a central a forces method. This allows to calculate lattice relaxation and many properties of large sets of atoms. The fundamental equations for EAM are

\[
E_{\text{tot}} = \sum_i F_i(\rho_{h,i}) + \frac{1}{2} \sum_{i,j} \phi_{i,j}(R_{ij}),
\]

\[
\rho_{h,i} = \sum_{j(\neq i)} \rho_j^a(R_{ij}),
\]

where \( E_{\text{tot}} \) is total internal energy, \( \rho_{h,i} \) is closely approximated by a sum of atomic densities \( \rho^a \) of the constituents [i.e. \( \rho_{h,i} \)], \( f_i \) is electron density of atom \( j \) as a function of distance from its center, \( R_{ij} \) is distance between atoms \( i \) and \( j \), \( F_i(\rho_{h,i}) \) is energy of embedded atom \( i \) for electron density \( \rho_{h,i} \) and \( \phi_{i,j} \) is the short range (doubly screened) pair potential. This potential looks quite simple but the results obtained using it are very close to those obtained experimentally [3, 5].
All parameters are more precisely discussed by authors of this potential. The numerical problem in applying this potential is that it requires to calculate the interactions of all atoms with each other – that gives a huge number of equations to process. Two other presented potentials have a cut-off parameter which allows to limit the number of interacting atoms to those within cut-off range.

Tersoff potential is more advanced than two-body potentials. The Tersoff potential depends not only on atomic distances but also on the angle between three atoms (two bindings) [8]. That makes this potential more flexible and accurate in calculations, but it makes it harder to adapt to numerical calculations. The geometric term which contains information about the angle \( \theta \) between two bindings is very important. This angle limits the number of atomic positions – without this term the number of possible positions is almost unlimited and does not correlate with physical reality (the angle between e.g. Ga–As and As–Ga in a crystal is known exactly). The energy function

\[
E = \sum_i \frac{1}{2} \sum_{j \neq i} V_{ij},
\]

where \( V_{ij} \) is the energy of bindings between \( i \)-atom and \( j \)-atom in a crystal,

\[
V_{ij} = f_C(r_{ij})[f_B(r_{ij}) + b_{ij}f_A(r_{ij})].
\]

Functions \( f_A \) and \( f_B \) are the attractive and repulsive parts of potentials for a pair of atoms. The function \( f_C \) is responsible for limiting the length of bond and is a smooth cut-off function. The parameters \( R \) and \( D \) are chosen in order to limit the interactions to first-neighbour shell only. The functions are described below:

\[
f_A(r) = -Be^{-\lambda_2 r},
\]

\[
f_B(r) = Ae^{-\lambda_1 r},
\]

\[
f_C(r) = \begin{cases} 
1 & \text{for } r < R - D, \\
\frac{1}{2} - \frac{1}{2} \sin \left( \frac{\pi(r - R)}{2D} \right) & \text{for } R - D < r < R + D, \\
0 & \text{for } r > R + D,
\end{cases}
\]

\[
b_{ij} = (1 + \beta^n \xi_{ij}^n)^{-1/2n},
\]

\[
\xi_{ij} = \sum_{k \neq (i,j)} f_C(r_{ik})g(\theta_{ijk})e^{\lambda_3^3(r_{ij} - r_{ik})^3}.
\]

The \( b_{ij} \) term is responsible for the strength of bonds. In this case the bond strength depends on local environment and is lower when the number of neighbours is relatively high. This potential is based on the Morse interactions.
The parameters should be chosen to fit the theoretical and experimental data obtained for realistic and hypothetical crystal configurations, e.g. the cohesive energy of several high-symmetry bulk structures, the lattice constant and bulk modulus of the researched crystal lattice [14].

Stillinger–Weber potential [12], its energy function comprises both two- and three-atom contributions which make it possible to describe complex deformations in crystals more accurately than in the case of potentials based only on two-atomic interactions. Any interatomic energy function describing interactions between \( N \) atoms can be simplified to one-body, two-body, three-body etc. interactions as it is presented in the following equation:

\[
\Psi(1, \ldots, N) = \sum_i v_1(i) + \sum_{i,j} v_2(i, j) + \sum_{i,j,k} v_3(i, j, k) + \cdots + v_N(1, \ldots, N).
\]

The potential \( v_1 \) stands for a single particle in the system. This part will be neglected because it is not considered in our discussion. It is important that the component functions \( v_n \) should quickly tend to zero with increasing value of \( n \). To this end the Stillinger–Weber potential is approximated only by \( v_2 \) and \( v_3 \) functions, that is two-body and three-body interactions. The potential is based on the well-known Lennard–Jones potential, which was assumed for noble gases description; however, it is unusable for semiconductors due to the lack of fitting parameters. The partial energy functions \( v_2 \) and \( v_3 \) are introduced as follows

\[
v_2(r_{ij}) = \epsilon f_2(r_{ij}/\sigma) \quad \text{and} \quad v_3(r_i, r_j, r_k) = \epsilon f_3(r_i/\sigma, r_j/\sigma, r_k/\sigma),
\]

where \( \epsilon \) is chosen to give \( f_2 \) depth \(-1\), and \( \sigma \) is chosen to make \( f_2(2^{1/6}) \) vanish. The \( f_2 \) is a function only of the scalar distance, but \( f_3 \) must possess full translational and rotational symmetry.

Finally the two-body part of Stillinger–Weber potential takes the following form:

\[
f_2(r) = \begin{cases} 
A(Br^{-p} - r^{-q})e^{\frac{1}{r-a}} & \text{for } r < a, \\
0 & \text{for } r \geq a,
\end{cases}
\]

where the constants \( A, B, p \) have to be positive. This potential is also automatically cut off when \( r = a \), without any discontinuities in any \( r \) derivative, which makes it very useful in any molecular dynamics simulations.

The same cut-off condition has to be held in the three-body interactions

\[
f_3(r_i, r_j, r_k) = h(r_{ij}, r_{ik}, \Theta_{jik}) + h(r_{ji}, r_{jk}, \Theta_{ijk}) + h(r_{ki}, r_{kj}, \Theta_{ikj}),
\]
where $\Theta_{ijk}$ denotes the angle between $r_i$ and $r_k$ subtended at vertex $i$. The function $h$ has two parameters $(\lambda, \gamma > 0)$, it takes the form

\[
h(r_{ij}, r_{ik}, \Theta_{jik}) = \begin{cases} 
\lambda e^{\frac{\gamma}{r_{ij} - a} + \frac{\gamma}{r_{ik} - a}} \left( \cos \Theta_{jik} + \frac{1}{3} \right) & \text{for } r_{ij}, r_{ik} < a, \\
0 & \text{for } r \geq a.
\end{cases}
\]

For this part the $\Theta$ parameter is very important; it gives us information about the crystal deformation. When $\Theta$ is such that $\cos \Theta = -1/3$, then the three-body potential vanishes, which is because of the perfect tetrahedral angle $\cos \Theta = -1/3$. This shows that in an undeformed state this potential is based only on two-body interactions.

**Table 1. Parameters assumed for the Stillinger–Weber potential.**

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon$ (eV)</th>
<th>$\sigma$ (nm)</th>
<th>$a$</th>
<th>$A$</th>
<th>$B$</th>
<th>$\lambda$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>1.409</td>
<td>0.210</td>
<td>1.794</td>
<td>8.513</td>
<td>0.782</td>
<td>27.0</td>
<td>1.0</td>
</tr>
<tr>
<td>CdTe</td>
<td>1.088</td>
<td>0.228</td>
<td>1.863</td>
<td>8.582</td>
<td>0.993</td>
<td>27.0</td>
<td>1.20</td>
</tr>
</tbody>
</table>

We have used parameters determined in [2] for GaAs. The parameters $A, B, p, q, a, \lambda, \gamma$ have been determined on the basis of many conditions. One of them is crystal’s minimal energy in undeformed state. The second condition arises from experimental values of the elastic constants and the third one from the temperature of melting point and other similar constants. Some constants are calculated using the *ab initio* methods for determining physical properties of atomic bonds. In addition we compared the crystal’s energy, calculated with the Stillinger–Weber potential, response on stretching with hyperelastic models based on generalized strain models which is shown in Fig. 1.

To find the stress-strain response of atomic structure the energy of which is governed by a given interatomic potential, we have applied the following relation yielding from the strain energy balance:

\[
\tilde{\sigma}_I = \rho \frac{\partial \Psi}{\partial \mathbf{F}},
\]

where $\tilde{\sigma}_I$ denotes the first Piola–Kirchhoff stress tensor while $\Psi$ means the crystal’s specific free energy (per unit mass). The energy depends on distances and positions between all the atoms in the crystal, i.e. $\Psi = \Psi(\mathbf{r}_1, \ldots, \mathbf{r}_N)$. Assuming that the current position vector $\mathbf{r}_i$ depends on the deformation gradient $\mathbf{F}$ and on the reference position vector $\mathbf{R}_i$, we find

\[
\frac{\partial \Psi}{\partial \mathbf{F}} = \sum_i \left( \frac{\partial \Psi}{\partial \mathbf{r}_i} \frac{\partial (\mathbf{F} \mathbf{R}_i)}{\partial \mathbf{F}} \right) = \sum_i \left( \frac{\partial \Psi}{\partial \mathbf{r}_i} \otimes \mathbf{R}_i \right),
\]
where \( \mathbf{r}_i = \mathbf{F} \mathbf{r}_i \). Substituting (3.15) into (3.14) we find the Cauchy stress tensor corresponding to the Stillinger–Weber potential

\[
\sigma = \hat{\rho} \frac{\partial \psi}{\partial \mathbf{F}} \mathbf{F}^T \det \mathbf{F}^{-1}.
\]

\[\text{Fig. 1. Energy of hyperelastic models based on generalized strain models versus discrete Stillinger–Weber potential model in uniaxial stretch test.}\]

The method described above is very similar to the method used by [17]. Because the calculation of stress on the basis of numerical differentiation of all two- and three-atomic terms over the deformation process turned out to be very time-consuming, the Stillinger–Weber potential model was replaced by a nonlinear hyperelastic constitutive model based upon a non-monotonic (pseudo-strain) functions. Finally, the functions below will describe the continuized Stillinger–Weber model.

\[
\hat{\varepsilon} = \sum_{i=1}^{3} \ln u_i \ e^{-\frac{n}{2} (u_i^2 - 1)} \ \mathbf{u}_i \otimes \mathbf{u}_i,
\]

\[
\varepsilon = \sum_{i=1}^{3} \ln v_i \ e^{-\frac{n}{2} (v_i^2 - 1)} \ \mathbf{v}_i \otimes \mathbf{v}_i,
\]

where \( n \) is a strain parameter. In our research we have found parameter \( n \) by fitting the above functions to discrete Stillinger–Weber potential. The fitting procedure shows that the parameter \( n \) should be 0.57 for GaAs crystal lattice. We didn’t fit the \( n \) parameter for CdTe or ZnTe. The results of using such a
continuized potential function for GaAs are presented in Fig. 2. This fitted model differs from the discrete Stillinger–Weber potential, the difference is about 3%. The stretching test was performed with atoms able to reorganize themselves.

![Graph showing stress of hyperelastic models versus continuized Stillinger–Weber potential model in uniaxial stretch test.](image)

**Fig. 2.** Stress of hyperelastic models based on generalized strain models versus continuized Stillinger–Weber potential model in uniaxial stretch test.

![Graph showing stress-strain comparison of constrained and non-constrained model for the simple shear test.](image)

**Fig. 3.** Stress-strain comparison of the considered constrained and non-constrained model for the simple shear test.

We made also a shearing test for the Stillinger–Weber potential model. The shear test plot is a comparison between a model with atoms allowed to reorganize and find their local energy minima and another one where atoms are placed with no possibility to move.
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4. Quantum dot calculations example

We have applied the discrete Stillinger–Weber potential with special subroutines to FEM solver, namely FEAP [18]. Here we must explain that although the algorithm is using a FEM solver, it is not the Finite Element Method – there are no finite elements.

In our approach we have used subroutines describing two- and three-body interaction terms. The fundamental difference between our method and FEM is that our, let’s say, pseudo-elements do not contain continuous distributions of mass and stress/forces within elements, but they are based on the energy balance of discrete atoms situated in the mesh nodes, which satisfy the motion equation

\[(4.1) \quad m_n \ddot{r}_n = f_n,\]

where the nodal forces \(f_n\) are determined as a superposition of elemental forces

\[(4.2) \quad f_n^2 = \frac{\partial v_2}{\partial r_n} \quad \text{and} \quad f_n^3 = \frac{\partial v_3}{\partial r_n}\]

corresponding directly to the two- and three-body terms of energy, \(v_2\) and \(v_3\), according to (17). In other words, in the classical FEM the energy, mass and forces are continuously distributed within elements, while in our approach there are no continuous distributions over the two- and three-body pseudo-elements. Such approach allows us to link these pseudo-elements with the classical solver of FEM. Such attempt doesn’t require any changes in the FEAP solver.

The mesh, similar to the FE mesh, is only a graphic representation of all possible connections and data needed to calculate the interaction between atoms. The algorithm is capable of calculating dynamic (time-dependent) or static problems. The material distribution is assumed for quantum dot structures observed on HRTEM experimental images [7]. In this example we applied CdTe in ZnTe quantum dot atoms positions to the prepared program which generates mesh of pseudo-elements. The generator produces a block of sphallerite structure of desired size and shape or uses an input file where the atoms position were stored (e.g. Zn, Te or Cd). The Stillinger–Weber potential which is applied in our pseudo-elements recognizes the bond type and the atoms by recognizing the material number (e.g. Cd–Te material has the number “1” and Zn–Te has the number “2”). The quantum dot was composed of 40 300 atoms – to limit the calculation time and conserve the computer memory we applied the so-called multipoint displacement boundary conditions on each boundary plane of our block chosen for calculation. These conditions correspond to the assumption that the quantum dot is not alone in the bulk material but is surrounded by other quantum dots of the same shape and size what also required setting the boundary
conditions on external walls of our material. Finally the problem was limited to only 10,075 atoms. In the presented example we have calculated the static problem - time-independent. The assumed quantum dot material decomposition is shown in Fig. 4.

![Assumed material decomposition in quantum dot quarter.](image)

The obtained atom displacements, Fig. 5, were compared with similar quantum dot calculated with FEM, and they were very similar both in the shape and the displacements. In initial state of the performed simulation both structures of quantum dot and the surrounding region have the same lattice constant - ZnTe lattice constant. Because CdTe has a larger lattice constant than ZnTe, we expected that the quantum dot region will extend to reach the CdTe lattice constant. Such extension can be noticed in Fig. 5 presenting the directions of extension X, Y and Z. We can notice that the largest displacements are in pictures presenting X plane (almost 0.22 nm) and Z plane (0.28 nm), what is caused by periodic boundary conditions. The block of crystal presented here is a simulation of an infinite line of quantum dots in Y direction, so the last row of atoms in Y direction has been disabled to move along the Y axis – in real structure just behind the last row of atoms begins the next similar quantum dot which interacts in opposite direction [7]. These results can be later easily applied to the HRTEM image simulation program allowing to verify and reconstruct the quantum structures observed in laboratory conditions. Parameters for the Stillinger–Weber potential used in these calculation were taken from [9, 4].
5. Conclusion

In the hyperelasticity based upon general strain measure, the fundamental question arises: which of the finite strain measures is the best one? The choice of the given measure is responsible for the higher order elastic effects. For example, the third-order elastic constants depend very strongly on the strain measure choice, see [4]. In this paper, we have shown that the nonlinear elastic behaviour of one of the most popular interatomic potentials used in MD simulations, namely the behaviour of the Stillinger–Weber potential, is closest to the behaviour of the first-order hyperelastic models based upon the strains corresponding to the strain parameter between −1 and 0. This means that the first-order anisotropic
hyperelasticity based upon the strain $\varepsilon = \ln U$ or $\varepsilon = -U^{-1} + 1$ gives approximately the same extension/compression asymmetry in elastic behaviour as that obtained by physicists with the use of interatomic potential like the Stillinger–Weber one. Recently, it has been used in the majority of MD simulations carried out for semiconductor nanostructures. Obviously, our comparison concerned only the elastic behaviour in the uniaxial deformation range in which the interatomic potential was able to hold a stable GaAs atomic structure in the approximately uniform deformation state.
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