LES study of turbulence intensity impact on spark ignition in a two-phase flow
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The paper presents large eddy simulation (LES) study aiming at investigations of an influence of flow conditions on a spark ignition process in a two-phase shear dominated flow. Implicit LES approach is applied for the combustion modelling and the spark is modelled using the energy deposition model of Lacaze et al. [20]. We examine an impact of turbulence intensities and randomness of initial distributions of velocity fluctuations on a flame development during the spark duration and shortly after it is switched off. It is found that for a strong spark, as used in IC engines, the turbulence intensity has little effect on the ignition and flame kernel growth and no significant differences are seen even if the turbulence intensities differ four times. It is observed that weak turbulent structures cannot affect fast flame propagation mechanism and its development is conditioned by evaporation and rapid thermal expansion. In such regimes, the turbulence seems to be too weak to significantly alter the flame dynamics. It is found that at the initial stage of the flame development it grows toward the fuel-rich region and spread over the fuel-lean side only after the evaporated fuel diffuses and mixes with the oxidizer stream. The flame size and its shape turn out to be equally dependent on the initial distribution of the turbulence fluctuations and turbulence intensity.
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1. Introduction

Liquid fuels are commonly used in all types of engines (cars, planes, ships) and industrial devices (burners, combustion chambers, etc.) and constitute a field of extensive research both in academia and in industry. The process of spark ignition analysed in this work is of a critical importance for, e.g., aeronautics where the efficient and reliable ignition (or altitude re-ignition) is required for engines certification. Analysis of the ignition is very complicated from both the theoretical and experimental point of view. It is influenced
by a range of interlinked phenomena: (i) droplet dispersion and evaporation; (ii) mixing of fuel vapour; (iii) and finally chemical reactions being induced by a spark.

The complexity of ignition causes that its modelling must have a multidisciplinary character, combining physics of flows, phase change phenomena and chemical reactions [1, 2]. Numerical modelling of the spark ignition generated either from the electrodes or from the laser pulse is hardly possible and simplified models are used. It is a relatively new topic and is subjected to very extensive research both numerical [3–6] and experimental [7, 8]. Large eddy simulations (LES) studies [9–11] are usually done in simplified domains focusing on demonstration that modelling the spark ignition may be treated as a useful predictive tool. Research performed with the help of direct numerical simulations (DNS) concern mainly the theoretical issues and are carried out always for fundamental configurations, e.g. for a decaying turbulence [12, 13]. The study of the spark ignition in inhomogeneous methane-air mixtures [14] was performed by DNS simulation in the turbulent flow fields of different turbulence intensities. Extensive numerical research on forced ignition in monodisperse spray was done by Neophytou et al. [15] in which the 3D DNS simulations of two-phase flows with complex chemistry for n-heptane were conducted. The DNS simulation of forced ignition in a turbulent mixing layer was performed in [16] in order to investigate the effects of mixture fraction and its gradient. More recent numerical research, treating the non-premixed spark ignition and combustion have been performed for jets [17], counterflows [18] and bluff bodies [19]. The common observations, which can be formulated based on the aforementioned papers are as follow: (i) the success or failure of spark ignition strongly depends on location of the spark and conditions of the flow around it; (ii) small and short-lasting sparks (i.e. with low energy content) fail to ignite and generally sprays ignite later than similar premixed gaseous mixtures; (iii) rapid evaporation facilitates ignition; (iv) increased turbulence intensity may have both negative or positive effect on ignition.

In general, in contrary to gaseous flows where the ignition mechanisms are relatively well recognized, the knowledge of ignition in liquid fuelled systems is much less advanced. This is because of increased multidisciplinarity of research in such systems, which besides of strongly unsteady physicochemical interactions (flow-flame) have to deal with the interfacial interactions (e.g. atomisation, coalescence, droplets-gas coupling) and phase change phenomenon. The present work is dedicated to investigate the influence of the flow parameters detrimental to flame initiation and propagation. We focus on a turbulent reacting droplet-laden flow in which an imposed initial turbulent velocity field causes the spatio-temporal development of the shear layer. The analysed cases are selected in order to reflect the importance of global and local flow parameters.
2. Model description

In this work we consider the low Mach number, reacting two-phase flow for which the LES approximated Navier–Stokes equations complemented with the equation of state are given as:

\[ \frac{\partial \bar{\rho}}{\partial t} + \frac{\partial \bar{\rho} \tilde{u}_j}{\partial x_j} = \bar{S}_{mass}, \quad (2.1) \]

\[ \frac{\partial \bar{\rho} \tilde{u}_i}{\partial t} + \frac{\partial \bar{\rho} \tilde{u}_i \tilde{u}_j}{\partial x_j} = -\frac{\partial \bar{p}}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j} + \frac{\partial \tau_{ij}^{sgs}}{\partial x_j} + \bar{S}_{m,i}, \quad (2.2) \]

\[ p_0 = \bar{p}R\bar{T}, \quad (2.3) \]

where the bars and tildes denote the LES filtered and Favre averaged quantities. The symbols \( p_0 \) and \( R \) are thermodynamic pressure and gas constant, respectively. The variables: \( u, \rho, p, T \) denote the velocity component, density, hydrodynamic pressure and temperature. The terms \( \tau_{ij} \) and \( \tau_{ij}^{sgs} \) represent the viscous and the sub-grid stress tensors. The latter is related to the strain rate tensor \( \tilde{S}_{ij} \) by the expression \( \tau_{ij}^{sgs} = 2\mu_{sgs}\tilde{S}_{ij} \), where the sub-grid viscosity \( \mu_{sgs} \) is calculated using the Vreman model [20]. The source terms \( \bar{S}_{mass} \) and \( \bar{S}_{m,i} \) originate from the two-way coupling between the droplets and the gas phase and their definitions are discussed in Subsection 2.1.1. The species (\( \phi_\alpha \)) and the enthalpy (\( h \)) transport equations are given by:

\[ \frac{\partial \bar{\rho} \tilde{\phi}_\alpha}{\partial t} + \frac{\partial \bar{\rho} \tilde{\phi}_\alpha \tilde{u}_j}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu}{\sigma} + \frac{\mu_{sgs}}{\sigma_{sgs}} \right) \frac{\partial \tilde{\phi}_\alpha}{\partial x_j} \right] + \bar{S}_{\alpha} + \bar{\rho} \bar{\omega}(\phi_\alpha), \quad (2.4) \]

\[ \frac{\partial \tilde{h}}{\partial t} + \frac{\partial \tilde{h} \tilde{u}_j}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu}{\sigma} + \frac{\mu_{sgs}}{\sigma_{sgs}} \right) \frac{\partial \tilde{h}}{\partial x_j} \right] + \bar{S}_h + \bar{\dot{Q}}, \quad (2.5) \]

where the subscript \( \alpha \) denotes the species index from 1 to N-species. The symbols \( \sigma \) and \( \sigma_{sgs} \) refer to the Prandtl/Schmidt numbers and their turbulent counterpart. They are assumed equal to 0.7 and 0.9, respectively. The source terms \( \bar{S}_\alpha \) and \( \bar{S}_h \) are responsible for production of the fuel vapour and the energy exchange between the gas phase and droplets (see Section 2.1.1). The liquid phase is modelled in the Lagrangian reference frame (Subsection 2.1.2) with the two-way coupling. The droplets are presumed to act as point sources of mass, momentum and energy. They modify the gaseous phase depending on the relative velocity (droplets/gas phase), temperature and the fuel mass fraction. The source term \( \bar{\dot{Q}} \) represents the energy flux deposited from the spark, it is discussed in Subsection 2.1.3. The species reaction rates \( \bar{\omega}(\phi_\alpha) \) are computed using Implicit LES technique (ILES) discussed in Subsection 2.1.4.
2.1. Source terms

2.1.1. Phase coupling. Applying the two-way coupling, the gas phase acts on the droplets and the droplets act on the gas phase through the source terms appearing in Eqs. (2.1) to (2.5). They represent averaged sums of the contributions from all \((N_p)\) particles at each computational cell, i.e., generally one may write \(\overline{S} = 1/V \sum_{p=1}^{N_p} \dot{S}_p\) where \(V\) and \(p\) denote the cell volume and \(p\)-th droplet, respectively. The expressions of source terms are formulated as:

\[
\begin{align*}
\overline{S}_{\text{mass},p} &= \overline{S}_{\alpha,p} = -\frac{d}{dt}(m_d)_{p}, \\
\overline{S}_{m,p} &= -\frac{d}{dt}(m_d v_d)_{p}, \\
\overline{S}_{h,p} &= -\frac{d}{dt}(m_d c_L T_d)_{p},
\end{align*}
\]

where \(m_d, v_d, T_d\) are the droplet’s mass, velocity and temperature, respectively. Symbol \(c_L\) denotes the specific heat capacity of the liquid fuel.

2.1.2. Droplets motion and evaporation. The dispersed phase motion and evaporation is analysed in the Lagrangian reference frame, following the model of Miller et al. [21], where the position and velocity of the droplets are computed from:

\[
\begin{align*}
\frac{dx_d}{dt} &= v_d, \\
\frac{dv_d}{dt} &= \frac{\tilde{u} - v_d}{\tau_d},
\end{align*}
\]

where \(\tilde{u}\) is the gas phase velocity at the droplet’s position and \(\tau_d\) is the relaxation time defined as:

\[
\frac{1}{\tau_d^v} = \frac{3 \rho_L C_D}{8 \rho r_d} |\tilde{u} - v_d|,
\]

where \(\rho_L\) is the liquid fuel density, \(C_D\) denotes drag coefficient and \(r_d\) is the droplet radius.

The evaporation process is described by the following set of equations representing the droplet temperature and mass changes:

\[
\begin{align*}
\frac{dT}{dt} &= \frac{Nu}{3Pr} \left( \frac{1}{\tau_d} \frac{C_{P,d}}{c_L} \right) (\bar{T} - T_d) + \left( \frac{L_v}{c_L} \right) \frac{m_d}{m_d}, \\
\frac{dm_d}{dt} &= -\frac{Sh}{3Sc} \left( \frac{m_d}{\tau_d} \right) \ln(1 + B_M).
\end{align*}
\]
The Nusselt and Sherwood numbers (Nu and Sh) include convective and blowing effects and are computed as in [21]. The symbol $\bar{T}$ denotes the gas temperature at the droplet’s position and $L_v$ is the latent heat of evaporation. The symbols $\text{Sc}$ and $\text{Pr}$ are the Schmidt and Prandtl numbers, $C_{P,g}$ is the fuel vapour heat capacity and $B_M$ denotes the Spalding mass transfer number. The particle relaxation time is defined as $\tau_d = \rho_D D^2 / 18\mu$ in which $D$ is the droplet’s diameter and $\mu$ is the fuel vapour dynamic viscosity.

2.1.3. Spark. We use a simplified model of the spark (energy deposition model [22]) in which the spark has purely thermal effect, described by the local increase of the energy (or temperature). In this approach the source term $\dot{Q}$ is added to the enthalpy equation. The spark’s energy flux follows the Gaussian distribution in time and space and is defined as:

$$\dot{Q} = \frac{\epsilon}{4\pi^2 \sigma_s^2 \sigma_t} \exp \left[ -\frac{1}{2} \left( \frac{r}{\sigma_s} \right)^2 \right] \exp \left[ -\frac{1}{2} \left( \frac{t - t_0}{\sigma_t} \right)^2 \right],$$

where $r$ is the radial distance to the center of the spark, $t$ denotes time and $t_0$ is the time when $\dot{Q}$ reaches a maximum. The spark source term is controlled by the total amount of energy deposited $\epsilon$ and two model parameters $\sigma_s = \Delta_s / a$ and $\sigma_t = \Delta_t / a$ where $\Delta_s$ and $\Delta_t$ are the characteristic size and time duration of the spark, respectively. The coefficient $a = 4\sqrt{\ln(10)}$ is chosen so that 98% of the energy deposited finds in the domain $\Delta_s^3 \cdot \Delta_t$.

2.1.4. Reaction rate. The reaction rates $\dot{\omega}(\phi_\alpha)$ are obtained from the Arrhenius formulas and are computed using ILES approach [23] based on the filtered flow variables as $\dot{\omega}_\alpha(\bar{Y}, \bar{h}) \approx \dot{\omega}_\alpha(\bar{\bar{Y}}, \bar{\bar{h}})$. The ILES assumption would certainly fail in the Reynolds Averaged Navier–Stokes (RANS) framework as the fluctuations in RANS models are large in general. On the other hand, the ILES is valid for the laminar flow simulation and in DNS where all turbulent flow scales are resolved. Hence, one may assume that for sufficiently dense computational meshes, when the grid cells are comparable with the Kolmogorov length scale (as it takes place in the present work), the ILES approach is appropriate. Note that the sub-filter scales resulting from the filtration of the convective terms are modelled as usually with the eddy viscosity model applied. Similarly, as in many previous works, e.g. [12, 14, 16] we assume a global one-step chemical reaction $C_2H_5OH + 3(O_2 + 3.76N_2) = 2CO_2 + 3(H_2O + 3.76N_2)$. Such an approach minimizes the computational expense but is known from over-predicting the flame speed in the rich mixtures, as discussed in [16]. To correct this weakness and to give reasonable predictions of the strain rate extinction the reaction rates are tuned as in [24].
2.2. Numerical approach

Simulations are carried out using an in-house academic LES solver based on the high-order compact difference method combined with the projection method for pressure-velocity coupling on half-staggered meshes and the 2nd order TVD scheme for convective term discretisation in the species transport equations [25, 26]. The time integration scheme is based on the predictor-corrector approach with the combinations of Adams–Bashforth and Adams–Moulton methods. The equations for the droplets velocity, position, mass and temperature are integrated in time with the Euler explicit method. The flow variables are interpolated at the droplets positions using the 4th order Lagrangian interpolation polynomial and the sources of the momentum, mass and energy originating from the droplets are redistributed to the grid points with the help of the 2nd order trilinear interpolation. The code was thoroughly verified and used in previous studies [27–30].

2.3. Computational configuration

Figure 1 shows the computational domain used in the studies. It comprises a rectangular box with the following dimensions $L_x = 0.025$ m, $L_y = 0.04$ m and $L_z = 0.01$ m. The periodic boundary conditions are defined in the $x$ and $z$ directions and isothermal moving walls at $y = \pm L_y/2$. Initially, two streams of
air at atmospheric conditions (101325 Pa, 300 K) flow in the opposite directions. The velocity profile between the upper and lower stream is defined by the hyperbolic tangent function \( u(y) = U_\infty \tanh(2y/\delta) \) in which the free stream velocity \( U_\infty \) is computed based on the specified Reynolds number \( Re_\delta = U_\infty \delta/\nu = 50 \). The vorticity thickness is given as \( \delta = 2U_\infty /|du/dy|_{\text{max}} = 1 \cdot 10^{-3} \text{ m} \) and the air kinematic viscosity \( \nu \) value is taken based on the initial conditions. The velocity field in the region of the mixing layer \( (\pm 20\delta) \) is initially disturbed by the superimposed isotropic turbulence field. It is computed from the Passot–Pouquet kinetic energy spectrum defined as [31]:

\[
E(k, y) = 16\sqrt{2/\pi} \frac{u'^2}{k_0} \left( \frac{k}{k_0} \right)^4 \exp \left[ -2 \left( \frac{k}{k_0} \right)^2 \right]
\]

where \( k_0 \) is an adjustable wave number used to generate the turbulence field with required Taylor length scale defined as \( \lambda = \langle \sqrt{u'u'} \rangle / \langle \partial(u'u')/\partial x \rangle \) where \( u' \) is the initial velocity fluctuations calculated as \( u' = T_i U_\infty \) with the specified turbulence intensity \( T_i \). We consider two cases with significantly different turbulence intensities, i.e., \( T_i = 1\% \) and \( T_i = 4\% \). The Passot–Pouquet turbulence kinetic energy spectrum (TKE) is known to skip the inertial range, and hence, one can assume that initial conditions differ mainly at the small flow scales of the order of the Kolmogorov length scale \( \eta_K \). The turbulence field generator requires random set of numbers, which are then used to generate a velocity field that follows specified TKE spectrum but differs in spatial distribution of the velocity fluctuations. To check the influence of the randomness of the velocity fluctuations on the results we use two different random number “seeds” to generate two distinct initial velocity fields (s1 and s2). Figure 1 illustrates the initial velocity fields showing the flows scales for two different turbulence intensities.

As the fuel, we considered the ethanol monodispersed spray with the droplets’ diameter equal to \( D = 100 \mu\text{m} \). Initially, the droplets were randomly scattered in the upper part of the domain. Their initial temperature was equal to \( T_d = 300 \text{ K} \) and their velocities were the same as the local velocities of the gas phase at corresponding locations. The total fuel mass load was equal to \( 4 \cdot 10^{-7} \text{ kg} \) that resulted in the fuel to air volume fraction less than the threshold value \( 10^{-4} \) distinguishing

<table>
<thead>
<tr>
<th>Case</th>
<th>seed [-]</th>
<th>( T_i ) [%]</th>
<th>( u' ) [m/s]</th>
<th>( \eta_K ) [m]</th>
<th>( Re_\lambda ) [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1Ti1</td>
<td>1</td>
<td>1</td>
<td>0.8 \cdot 10^{-2}</td>
<td>1.2 \cdot 10^{-3}</td>
<td>1.2</td>
</tr>
<tr>
<td>s2Ti1</td>
<td>2</td>
<td>1</td>
<td>0.8 \cdot 10^{-2}</td>
<td>1.2 \cdot 10^{-3}</td>
<td>1.2</td>
</tr>
<tr>
<td>s1Ti4</td>
<td>1</td>
<td>4</td>
<td>3.2 \cdot 10^{-2}</td>
<td>0.6 \cdot 10^{-3}</td>
<td>1.2</td>
</tr>
<tr>
<td>s2Ti4</td>
<td>2</td>
<td>4</td>
<td>3.2 \cdot 10^{-2}</td>
<td>0.6 \cdot 10^{-3}</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 1. Parameters of the simulated cases. \( Re_\lambda \) is the Reynolds number defined based on the Taylor length scale.
a diluted regime. The parameters of four test cases are detailed in Table 1. They are referred to anywhere further in this work by symbol sXTiY, where X denotes the initial random disturbance and Y corresponds to the turbulence intensity. The mesh sizes in terms of the Kolmogorov length scale ($\eta_K$) are equal to: (i) for $Ti = 1\%$ the $\eta_K = 1.2\delta$ while $\Delta x = 0.08\eta_K$, $\Delta y_{min} = 0.05\eta_K$ and $\Delta z = 0.13\eta_K$; (ii) for $Ti = 4\%$ the $\eta_K = 0.6\delta$ while $\Delta x = 0.16\eta_K$, $\Delta y_{min} = 0.1\eta_K$ and $\Delta z = 0.26\eta_K$. In each case the spark was initiated at $t = 4.75\ ms$, it lasted for $\Delta t = 0.5\ ms$ and the maximum value of $\dot{Q}$ occurred at $t_{sp} = 5\ ms$. The size of the spark and its total energy were equal to $\Delta s = 3\ mm$ and $\epsilon = 8\ mJ$, respectively. The applied spark is relatively strong, its energy is much above the minimum ignition energy for ethanol/air mixtures and is in the range of ignition energies applied in IC engines.

3. Results

3.1. General overview

In all cases, the spark was placed in the center of the domain at point 0.0125 m, 0.0 m, 0.005 m in $x$, $y$, $z$ coordinates respectively. The analysis of the results is limited to the flame initiation and its early stage of development. Figures 2a) and b) show the progress of the flame kernel development shortly after the spark ignition in two different flow regimes (s1Ti1 and s1Ti4). It can be seen that both kernels are very little affected by the flow field. Such a behaviour

![Fig. 2. Evolution of the flame kernel in two subsequent time instances (1.2$t_{sp}$ and 1.4$t_{sp}$) represented by the isosurfaces of: temperatures (left), vorticity (center) and fuel mass fraction (right). Turbulence intensity: a) Ti = 1%, b) Ti = 4%.

\[
\text{\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig_2.png}
\caption{Evolution of the flame kernel in two subsequent time instances (1.2$t_{sp}$ and 1.4$t_{sp}$) represented by the isosurfaces of: temperatures (left), vorticity (center) and fuel mass fraction (right). Turbulence intensity: a) Ti = 1%, b) Ti = 4%.
\end{figure}}
\]
at first sight may seem very surprising. However, if we consider that the velocity fluctuation level is generally low, of the order of $10^{-2}$ m/s it becomes obvious that a relatively slow small-scale motion cannot affect a fast flame propagation mechanism. Hence, even if the turbulence intensity differs four times it has no significant influence on the flame kernel. In addition, its development is dominated by the mechanism of rapid thermal expansion and hence the turbulence seems to be too weak to wrinkle the flame. One may observe that the flame volume grows faster in the upper fuel-rich side towards which the flame propagates.

![Fig. 3. Evolution of the high temperature region in three subsequent time instances (1.05$t_{sp}$, 1.2$t_{sp}$ and 1.4$t_{sp}$) represented by the surface plots of: temperatures (left), u-velocity component (center) and fuel mass fraction (right) for low turbulence intensity Ti = 1%. The dashed envelope indicates size and position of the spark.](image-url)
Figures 3 and 4 show the temporal evolution of temperature, the magnitude of the horizontal velocity component and fuel mass fraction plotted on z-normal plane at \(z = 0.5\) for two cases s1Ti1 and s1Ti4, respectively. It is clear that initially high temperature region has been evolving symmetrically during energy deposition stage. During the flame development, this region becomes more asymmetrical as moving towards the rich-fuel side. In the former case, the high temperature region grows mainly by the gas expansion mechanism after the reaction was initiated. Its growth speed is determined by the heat diffusion rate. One can observe that due to the thermal expansion, the velocity component boosts outwardly with the direction of the flame velocity.

**Fig. 4.** As in Fig. 3 for turbulence intensity \(T_i = 4\%\).
The ignition scenario presented in Fig. 4 for the case s1Ti4 is alike s1Ti1. Comparing the area of high temperature region one may assume that for both turbulent intensities the flame grows in a similar manner. This is also confirmed in Fig. 5 which shows temporal evolution of the maximum temperature and the flame volume \((V = \sum V_{\text{cells}} \text{ in which } T > 1200 \text{ K})\). One may observe that even though the maximum temperature raised more quickly for lower turbulent intensities (cases s1Ti1 and s2Ti1), the instantaneous flame volume growth seems to depend more on the randomness of the initial velocity field. Indeed, for the cases s1T1 and s1T4 the flames are definitely larger. The evolution of maximum temperature (Fig. 5a) shows its constant level at 3000 K. This is the effect of the upper temperature limit artificially assumed in the code for stability reason.

![Fig. 5. Plots of the maximum temperature (a) and flame volume growth (b) in a function of the non-dimensional spark time.](image)

Figure 6 shows the plots of mean values of a mixture fraction \(\xi\) as a function of normalized \(y\)-distance \(y_{\text{norm}} = y/L_y\) in two time instances \(1.2t_{\text{sp}}\) and \(1.4t_{\text{sp}}\). The mixture fraction is defined as \(\xi = (\nu Y_f - Y_{O_2} + Y_{O_2,2})/(\nu Y_{f,1} + Y_{O_2,2})\) where \(\nu\) is the stoichiometric coefficient, \(Y_f\) and \(Y_{O_2}\) are the local fuel and oxygen mass fractions, \(Y_{f,1}\) and \(Y_{O_2,2}\) are the fuel and oxygen mass fractions in the fuel/oxidizer streams. The presented values were computed by averaging the local values of mixture fraction, along \(y\)-direction in the region covering the spark, at the \(x-y\) plane. As an effect of large volatility of the ethanol it can be seen that the fuel prevails even far from the spark position, however, the highest values are found only in its vicinity. In theory the higher turbulence level should increase the droplet dispersion, thus decreasing the peak values of \(\xi\) and thickening the mixing region. This is however, not the case in the current analysis and the profiles seem to be only slightly dependent on the initial
Fig. 6. Plots of the averaged mixture fraction $\xi$ values along the $y$-direction in two time instances $1.2t_{sp}$ (a) and $1.4t_{sp}$ (b).

velocity fluctuations level. Hence, one may conclude that in the analysed cases the evaporation process is determined mainly by the thermal effects and the convective or buoyancy forces have a small impact. The maximum values of the profiles are close to the stoichiometry $\xi_{st} = 0.1$ and as one could expect they are all tilted towards the fuel-rich side. This explains why the flame has a tendency to propagate in this direction.

3.2. Scatter plots

The behaviour of the flame in the mixture fraction space is analysed through the scatter plots based on the values collected in a box $L_x \times L_z \times 14\delta$ covering the region where the flame kernel is established. Figure 7 shows distributions of the reaction rate $\dot{\omega}$ in the range of $\xi \in (0, 0.12)$ at two time instances, i.e., $1.2t_{sp}$ and $1.4t_{sp}$. Two distinct peaks of reaction rate are related to two different combustion regimes. The first one corresponds to the lean flame appearing in the air stream, to which fuel vapour diffuses. The second peak corresponds to the richer flame that is localized in the droplet laden stream. The results from the remaining cases vary only by different dispersion of the scatter points but qualitatively they present the same characteristics.

Scatter plots presenting the fuel mass fraction $Y_f$ of the gaseous fuel are shown in Fig. 8. It can be seen that at the early time after the ignition ($1.2t_{sp}$) the $Y_f$ exhibits linear correlation with the mixture fraction. This is attributed to the fact that initially the flame region where the gaseous fuel is consumed is small and therefore $Y_f$ is directly proportional to $\xi$. After a while the flame propagates
Fig. 7. Scatter plots of fuel reaction rate $\dot{\omega}$ over the mixture fraction $\xi$ range at $1.2t_{sp}$ (upper figures) and $1.4t_{sp}$. Left column – case s1Ti1, right column – case s1Ti4.

Fig. 8. Scatter plots of fuel mass fraction $Y_f$ over the mixture fraction $\xi$ range at $1.2t_{sp}$ and $1.4t_{sp}$. Left column – case s1Ti1, right column – case s1Ti4.
and combustion products arise in a larger part of the domain. The evaporation process intensifies and there are regions where the fuel, which diffuses from the droplets remains unburnt. This is manifested by visible scattering of the points at larger values of the mixture fraction.

An increase in turbulence fluctuations level increases the turbulent mixing and thus the heat transfer rate from the hot flame to the neighbouring gas and droplets. The intensity of the mixing can be characterised by the scalar dissipation rate $\chi$ shown in Fig. 9. The red points correspond to values conditioned by the temperature $T > 1000 \, K$ linked with the flame’s reactive layer. One can observe that during the spark duration the high temperature points occur on the lean-fuel side at very low scalar dissipation rates. In the premixed combustion mode the reaction rate and temperature increase with decreasing mixture fraction gradients, similarly as in the presented results. Later on, the scalar dissipation rate raises and eventually remains at a constant level over the wide range of mixture fraction space. The results presented in Figs. 7 and 9 show negative correlations between the $\dot{\omega}$ and $\chi$, which is in good agreement with findings of Chakrabotry et al. [14].

Fig. 9. Scatter plots of scalar dissipation rate $\chi$ over the mixture fraction $\xi$ range (left column) and reaction rate $\dot{\omega}$ over the scalar dissipation rate $\chi$ (right column) conditioned by high temperature value ($T = 1000 \, K$ red dots) in subsequent time instances ($1.05t_{sp}$ and $1.4t_{sp}$).
4. Conclusions

The findings from the current studies are aligned with the two fundamental results obtained in the previous research, i.e., the spark discharge creates highly heated zone that initiates the reaction. The heated gas causes evaporation and produces a mixture within flammability limits. On the other hand, the present results are somewhat in a contradiction to the observation that for higher turbulence intensity an increased level of mixing enhances the heat diffusion into the cold regions thus precluding the reaction. The current results show a very small influence of the turbulence intensity if the flow field contains velocities with low RMS value. At the initial phase of the flame kernel propagation, no visible differences were observed for distinct turbulence intensities (i.e. 1% and 4%). Such a result is caused predominantly by two reasons: (i) strong spark energy input exceeds the minimum ignition energy and (ii) as long as RMS velocity is significantly lower than the flame speed, the ignition encounters a little influence from the flow field.
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